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This whitepaper is a guide to the 5 most common things that cause your
SQL Server to run more slowly than it should. These are issues that, once
addressed, will allow your SQL Server instances to run faster. Best of all, very
little work is required to fix them.

Everybody would love to find the mythical “go faster” switch in SQL Server.
Unfortunately, this switch just doesn’t exist. There are, however, many things you
can do (with very little effort) that can speed up your SQL Server instances—things
that are needlessly slowing down your SQL Server and causing it to work harder.

These tips are what | like to call Quick Performance Wins, because they require
a minimum amount of work to implement and can deliver large improvements in
performance. These tips are things that both database administrators and SQL
developers alike can use to get quick wins:

TIP ONE: Balanced power plan
TIP TWO: Default parallelism settings
TIP THREE: Data type mismatches

TIP FOUR: Functions on columns

TIP FIVE: Max server memory at default setting




2 N

TIP ONE
BALANCED POWER PLAN

Windows Server 2008 introduced Power Plans. The default
power plan is “balanced power plan”—which means that
Windows may throttle the power to the CPUs to save energy.

That sounds great in terms of green computing, an initiative There is no |eg|t|mate

that focuses on energy-efficient computing, but it is just not

appropriate for SQL Server. This is particularly true with freason Why CPUs for
today’s per-core licensing of SQL Server. If you are willing .

to run SQL Server at 67% or 50% CPU power, you would be prOd uction SQL Servers
better off disabling one-third or half of the CPUs and saving

hundreds of thousands of dollars in licensing. ShOU|d be power—thrOttled-

The concept sounds good on paper: it throttles CPUs down

when they are idle and back up when the server is busy.

In reality, the CPU-throttling mechanism does not respond

very well to CPU pressure. It requires a long, sustained period of very high CPU utilization to trigger a power increase in CPUs.
In short, it’s not responsive to high CPU events. But that’s not even the worst thing about the CPU power being throttled.

When the CPU power is throttled down, everything runs slower on SQL Server. It does not even take high CPU utilization to feel
the hit from power throttling. If the CPUs are throttled, everything takes longer to run. Even simple queries on a non-busy server
can take up to twice as long to execute. SOS_Scheduler waits and lock waits may go up because contention on CPU time and
resources are increased.

When every transaction takes longer, it can have a domino effect. The chance for a deadlock to occur is greater; concurrency is
reduced because more queries end up running at the same time. The performance impact of this setting can manifest itself
in many different ways.

There are two easy ways to see if the CPUs are getting power throttled. You may already be aware of the very popular free tool
“CPU-Z,” downloadable from www.cpuid.com. This tool can be run as a stand-alone executable on a server, does not require
installation, and is safe to use on a production server.
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counter would have shown a value of approximate 67%.

You can change this setting via the Power settings in Control Panel on most servers. A few server models must have power
configured in the BIOS, so if the CPUs are throttled while on the high performance plan, you may need to disable power
throttling in the BIOS. Some server models can also override OS power setting via the BIOS. This makes it easy for
infrastructure engineers to ensure that CPUs do not get throttled without having to interact with the operating system.
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In addition to setting the power plan via the Control Panel, there are a couple of methods | have outlined via blog posts for
setting the power plan programmatically. You can set it via the command line using the method outlined here: Enabling High
Performance Power Plan Via Command Line...

http://blog.idera.com/sql-server/performance-and-monitoring/enablinghighperformancepowerplanviacommandline/

..Or you can set it via PowerShell as described here: Enabling High Performance Power Plan via PowerShell...

http://www.sglsoldier.com/wp/sqlserver/enabling-high-performance-power-plan-via-powershell

There is no legitimate reason why CPUs for production SQL Servers should be power-throttled. All production servers should
run in high performance mode all the time. If you are running with a balanced power plan to save energy, you are essentially
throwing bags of money away because you can get better performance with fewer fully-powered CPUs than with a higher
number of throttled CPUs. Changing this setting when your CPUs are throttled is basically free performance.

TIP TWO
DEFAULT PARALLELISM SETTINGS

Parallelism is a very important feature of the SQL Server database engine. In general, it is a crucial element of getting
good performance for larger queries. However, in certain scenarios, the parallelism settings can cause performance problems.
The best way to handle these scenarios is to change the settings to more appropriate values. There are two instance-level
configuration settings that you should consider changing from the default value: Maximum Degree of Parallelism (MaxDOP)
and Cost Threshold for Parallelism.

Itis a rare edge case where performance actually benefits from disabling parallelism. You will hear advice from time to time
suggesting you should disable parallelism—often in response to high CXPacket waits. Be wary of any advice to disable
parallelism (setting MaxDOP =1).

CXPacket waits are a symptom of parallelism and are not necessarily a problem themselves (see “The Barking Dog Analogy”

at http://www.sglsoldier.com/wp/sqlserver/thebarkingdoganalogy). Your goal with parallelism is not to get rid of it—your goal

is to find the right balance between parallelism and concurrency. It is not possible to know the exact best settings for parallelism
without testing a real production workload. The best any of us can do is to provide guidelines as a starting point and then
monitor and adjust as needed.

Most SQL Servers today are NUMA (non-uniform memory access) machines with a high number of CPUs designed to handle
very large workloads. Conventional wisdom regarding the MaxDOP setting relies upon several conditional points that you must
consider. The following guidelines are for total logical CPUs.

« If the machine is SMP (symmetric multiprocessing) and the CPU count is < 8 CPUs, leave it at the default setting of O.
« |If the machine is SMP and the CPU count is > 8 CPUs, cap the setting at a maximum of 8.

+ If the machine is NUMA, then cap the setting at the number of CPUs per NUMA node, or 8—whichever is less.
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For most machines in use today, you mostly just need to focus on that last recommendation in the above guidelines.
Over-parallelism can be a problem because it decreases concurrency and can cause queries to back up on worker threads
waiting for time to execute on a CPU. For NUMA machines, over-parallelism is common if you do not restrict parallelism so that
a query does not exceed the total number of CPUs on a single NUMA node. With few exceptions, SQL Server will opt to keep
a parallelized task local within a single NUMA node when the number of parallel threads is high. This can lead to some threads
of the same query sharing CPU time with other threads of the same query. If some CPU threads are handling multiple parallel
threads of the same query, and some are handling only single threads, then the workload will be imbalanced—some threads
may complete more quickly than others. Since all threads must complete for the entire parallel task to complete, some threads
will be left sitting idle, thus causing CXPacket waits.

The other setting that you should consider changing is the “Cost Threshold for Parallelism.” The default value for this setting is
5. Cost is an estimate of how much work will be involved to complete a particular task in a query plan. The calculation is based
on the CPU ticks of the original developer’s workstation at the time the feature was written. That was a long time ago, and the

cost value alone is not very meaningful except as a way to gauge relative work.

However, we can use the cost estimates in query plans to understand whether or not a task is a candidate for parallelism.

We can use these cost estimates to determine a threshold for small queries that we don’t want to parallelize. With the default
setting of 5, queries do not have to be very large to be a candidate for parallelism. Increasing this value will prevent parallelization
of small queries and free up more CPU threads for processing other queries. The smaller queries will take a little more time to
complete, but it will allow you to increase concurrency without reducing the MaxDOP for large queries.

On new SQL Servers that do not have a known workload which | can use to identify an appropriate value for this setting,
| generally set cost threshold to 50. Experience has shown me that this is a good starting point for this setting and will only
occasionally need further adjusting.

One of the best things you can do in terms of managing parallelism is to tune queries to reduce the amount of IO they must
perform. This, of course, requires a lot more work than just setting the cost threshold and MaxDOP settings to appropriate
values. For a quick performance gain, change these two settings.

TIP THREE
DATA TYPE MISMATCHES

Causing implicit conversions in SQL Server can be very common if you're not careful. Often, these conversions due to
mismatched data types have a neglible cost. The amount of work required to simply convert a value to a different data type
is generally very miniscule, and you cannot detect the difference in query cost. Other times, throwing a conversion into the
mix can cause a table or index scan instead of a smaller, more efficient seek.

When there is a data type mismatch in the criteria of a query, in either the WHERE clause or a JOIN statement, the conversion
may be applied to the data column rather than to a constant value. In order to ensure criteria are matched correctly, the entire
column of data may have to be converted before values can be converted. | say “may have” because each version of SQL
Server gets a little bit smarter about stuff like this.

To demonstrate this, | set up a demo using the AdventureWorksDW2012 sample database. | select a table with an nvarchar
column and compared the differences between joining the column to a varchar column and to an nvarchar column. The table

and column | chose were dbo.FactinternetSales.CarrierTrackingNumber.

First, | needed to create a couple of tables with data to use for the test, one with a varchar column and one with an nvarchar
column. | also added an index to CarrierTrackingNumber so that an index seek would be an option the optimizer could choose.



-- Set up tables for join

Select Cast(CarrierTrackingNumber as varchar(25)) As CTN
Into dbo.FIS

From dbo.FactInternetSales;

Select CarrierTrackingNumber As CTN -- nvarchar(25)
Into dbo.FIS2
From dbo.FactInternetSales;

-- Add an index that can be used for the query
Create Index IX_FactInternetSales_CarrierTrackingNumber
On dbo.FactInternetSales(CarrierTrackingNumber);

The next step was to query the tables joined on the mismatched columns and the matched columns and compare the
plans and execution times.

-- Query join with mismatched data type
Select FISl1.CarrierTrackingNumber
From dbo.FactInternetSales FIS1
Inner Join dbo.FIS FIS2
On FISl.CarrierTrackingNumber = FIS2.CTN;

-- Query join with matched data type
Select FISl1.CarrierTrackingNumber
From dbo.FactInternetSales FIS1
Inner Join dbo.FIS2 FIS2
On FISl.CarrierTrackingNumber = FIS2.CTN;

e ey e e e e S Soe S7a1 .CarriasTractiagmmbar Tron o, The query plans clearly show that the query with the
mismatched data type has to perform an index scan of the

2] |57)

&' (tamer Join = ‘ e e ] index | added, whereas the query with matched data types
' ' can instead perform a seek. An oddity: when comparing

E= | : w:us the query plans to one another, it shows the optimizer
Compute Scalax trze) trsn) ) ! . )
Coss: # % Cost: 7 4 thinks the first plan (with the mismatched data types and
Query 2:(Query cost_(relative to the batch): 79% ) index scan) is more efficient than the second (with
Select FISl.CarrierTrackingNumber From dbo.FactInternetSales FIS1 Inner Join dbo.FI
= - @ m matched data types and an index seek). However, running
e 'Q_"};;‘;}*e?_ﬂ ';'x:;‘ 3‘:?;~ "E?’. {’E;f;, the queries individually shows the truth. The query with
ose: el p : : :
mismatched data types and an index scan takes 2 minutes
] and 33 seconds. The query with the matched data types
- Index Sclt‘ (NonClustered) )
‘ e and an index seek takes less than a second.
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If we query the same table with a varchar string or variable instead of a join and examine the query plan, we see that SQL is
actually smart enough to convert the constant value to nvarchar and perform the comparison rather than following the rules
for conversion. Older versions of SQL Server may not make this same choice. As | said earlier, SQL Server gets smarter about
things like these with every major release.

When you need to optimize a procedure or query, keep an eye out for data type mismatches. The query plan can be misleading
about the impact that it has, but correcting these mismatches can deliver a huge boost to performance. I'm not advocating that
you go out and immediately start scanning queries for data type mismatches, but when you do need to tune a query, it's an
easy performance win. Or, if you are reviewing code for others, it's good to keep an eye out for these mismatches.

TIP FOUR
FUNCTIONS ON COLUMNS

Developers love code reusability. In fact, who doesn’t love it? Over the years, however, DBAs and SQL Developers alike
have also learned to hate functions. It does make developing easier when you need to include some complex piece of logic
repeatedly in queries, but it often comes at a high cost.

There are several things wrong with applying functions to a column in queries. Whether it is in the criteria or in the SELECT
clause, it can have a huge performance impact. When used in the criteria of a query (WHERE or JOIN clause), a function on
a column can force an index scan instead of an index seek and execute the function one time for each row in the table.
This behavior is similar to row-by-row looping execution. In other words—it’s painful.

Functions can also wreak havoc with query plans because the cost of a function won’t show up in query plans—and the plans may
look like the function is presenting no problem at all. You can get a better idea of the true cost of the function by getting the plan
for the code inside the function and then executing it in a loop equal to the number of records it will be expected to run against.

Some may think this applies only to user-defined functions, but even built-in SQL functions can have this problem. | see
them used frequently without any concern to how their usage affects performance. Let’s take a look at a simple example.

Once again, we will use the dbo.FactinternetSales table from the AdventureWorksDW2012 database. | will again use the
CarrierTrackingNumber column that | created an index on when talking about data type mismatches. If you need to, recreate
the same index for this demo form above.

Then, | compare plans for two versions of a common query pattern. One version uses the ISNULL function on both sides of the

criteria so that, if the variable is null, the query returns records with null values and the other does multiple comparisons without
using ISNULL (no function call on the column).

Declare @CTN nvarchar(25);
Set @CTN = NULL;

-- Function on column
Select CarrierTrackingNumber

From dbo.FactInternetSales
Where ISNULL(CarrierTrackingNumber, ) = ISNULL(@CTN, ©’);



-- Function on constant

Select CarrierTrackingNumber

From dbo.FactInternetSales

Where CarrierTrackingNumber = @CTN

Or (CarrierTrackingNumber Is Null And @CTN Is Null);

Both queries are functionally the same, but the plans are different. The query with the ISNULL functions performs a scan of the
index and has a relative cost of 83% of the total cost of both queries. The query with the ISNULL functions performs a seek of
the index and has a relative cost of 17%. The query with the function calls is almost 5 times more expensive.

Query 1l: Query cost (relative to the batch): B83%

Select CarrierTrackingNumber From dbo.FactInternetSales Whe: That difference OfalmOSt 5 times the COSt aISO playS OUt
E % in the |0 statistics. If | re-execute the same queries, this
Cem— . . .

i T e R F e T time with STATISTICS 10 set on, the |O for the query with

e the function calls is almost 5 times as much as the query
Query:2: (Huecycast {relative o the batehlz. 11 without the function calls. Logical reads is 430—versus

Select CarrierTrackingNumber From dbo.FactInternetSales Whe:

92 pages. Imagine how this issue would be compounded
exponentially as the data set grows.

= 4

SELECT Index Seek (NonClustered)
e oa [FactInternetSales] . [IX FactInterne.
St T

Cost: 100 %

(25398 row(s) affected)
Table ‘FactInternetSales’. Scan count 1, logical reads 430, physical reads 9,
read-ahead reads 0, lob logical reads O, lob physical reads ©, lob read-ahead reads @.

(25398 row(s) affected)
Table ‘FactInternetSales’. Scan count 1, logical reads 92, physical reads 9,
read-ahead reads 0, lob logical reads O, lob physical reads ©, lob read-ahead reads @.

Like the issue | talked about earlier, SQL Server has become—and continues to get—much smarter about these scenarios.
For simple queries, you may not see a difference, but the more complex a query is, the greater the chance that even a built-in
function will adversely affect the performance.

The task here is simple. When you are tuning a query or procedure, this is another design pattern to look for in the query plans
and queries. When you find instances of functions—user-defined or built-in system—rewrite the query to so that the function
call is not on a column. Removing the column altogether also works very well.
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TIP FIVE
MAX SERVER MEMORY AT DEFAULT SETTING

The Max Server Memory setting is responsible for a wide variety of problems. Many people are surprised at how many things
can perform poorly when free memory is low and there isn’t enough memory for things to operate as they normally do. This is
one of the first things I think of when someone complains how a process that uses memory not in the buffer pool normally runs
fast, but occasionally runs really long. In particular, what | hear is that when it is running slow, restarting SQL Server “fixes” the
problem for a while, but it returns after a while.

Restarting SQL Server flushes and releases all memory back to the operating system. When SQL starts up, it begins using
memory again and, if the amount of data and workload is sufficient, it will keep using more memory until it is all gone or it has
reached its maximum allowable memory. SQL Server was designed to assume it is the most important application on the server,
and it does not give up memory willingly once it has it. When the operating system tells SQL Server it needs more, SQL is not
always very responsive with how quickly it frees memory, and it only frees up a little at a time until the OS stops bugging it.

In SQL Server 2012, memory allocations were changed so that the buffer pool, the amount of memory covered by the max
server memory setting, allocates more objects. The need for external free memory is lessened somewhat in SQL 2012, but
there is still plenty that needs external memory. SSIS packages and linked server queries are two things that require external
memory, and you can see processes that use these suffer very poor performance when free memory is low.

One of the first things | check when I inherit an existing server is the max server memory setting, especially when that server is
known to have unexplained performance problems. For new servers, | make sure the memory settings are configured before
releasing it for usage.

You may be wondering at this point, “What amount is the right setting for max memory?” That question depends heavily on
many factors. In general though, the best way to figure this, is to determine how much memory you need to keep free for the
OS and other external processes, subtract that number from the total memory, and use the resulting number as your max
server memory setting.

One way to figure out the best option for this setting is to set it to a value much lower than you think is needed. Then monitor
free memory on the server (Memory\Available MBytes) to figure out exactly how much memory the additional processes are
going to use. Once you know this, you know how high you can bump the max server memory.

There are some good rule-of-thumb recommendations for unknown workloads as well. You can start with the numbers listed
below and then pad on additional memory amounts for higher CPUs counts or for external processes and components that will
be used on the server.

« 4 GB server with up to 2 CPUs - a minimum of 1 GB of RAM

« 8 GB or more with up to 4 CPUs - a minimum of 2 GB of RAM

» 32 GB or more with up to 16 CPUs - a minimum of 4 to 6 GB of RAM

« 64 GB or more with up to 32 CPUs — a minimum of 8 to 10 GB of RAM

Even if all you choose to do is apply the rule-of-thumb method above, it’'s a much better alternative than leaving the max server
memory setting at the default value, which ultimately equates to all memory. You can dive deep into setting this option, but you
can also make a quick win and simply set it to an estimate of what you think is the right value. Even an estimate being a little off
will be less troublesome than the default setting.
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CONCLUSION

The tips | discuss in this paper will help you both deal with and head off some very

common problems database administrators and SQL developers struggle with every day.

You should be proactive; set the power plan, parallelism settings, and max server memory

to more appropriate settings immediately. Don’t wait for the problems to occur. Fix them today.

The issues with the data type mismatches and functions on columns are things you
should watch for any time you deal with SQL code. If you are writing SQL code, tuning it,
or troubleshooting poor performance, you should look for these known problems to get
big performance wins with minimal effort.

| O = A

IDERA understands that IT doesn’t run on the network — it runs on the data and databases that power your business.
That’s why we design our products with the database as the nucleus of your IT universe.

Our database lifecycle management solutions allow database and IT professionals to design, monitor and manage data
systems with complete confidence, whether in the cloud or on-premises.

We offer a diverse portfolio of free tools and educational resources to help you do more with less while giving you
the knowledge to deliver even more than you did yesterday.

Whatever your need, IDERA has a solution.
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SQL Workload Analysis

SQL Server Wait State Monitoring

Problematic SQL queries can severely reduce the performance of SQL Server and the business-critical applications
that it supports. With the SQL Workload Analysis add-on, continuously monitor and analyze server workload,
leverage the simple user interface that focuses on wait states and application performance, and troubleshoot
problematic SQL code from changes made to database applications.

* Perform real-time analysis with continuous SQL sampling intervals

* Know instantly where databases are spending time

* Quickly isolate slow SQL statements and drill down for actionable advice
* Investigate historical query plan trends

* Utilize automatic recommendations to improve query performance

Start for FREE

(SQL Workload Analysis is an add-on to SQL Diagnostic Manager.)
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